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Background

Wc view lcarning as a process of h ypothesis
selection - given some set of alternative hy -
potheses, a performance metric, and afixed dis-
tribution of examples, a lcarning algorithm
shouldsclect (with high probability) a hypothe-
sis that is (closc to) the best in terms of its per-
formance over the cxample distribution. Ca
nonical examples are sclecting the concept
description with lowest classification crror
over a distribution of execmplars [9], or select-
ing the planning heuristic that most improvces
average planning performance [8]. Numerous
hypothesis selection techniques have been pro-
poscd both in the machine learning and statisti-
ca] communities. 1.carning procceds by esti-
mating the merit of the alternative hypotheses
over randomly sclected training cxamples.
Techniques differ in how they attempt to mini-
mize the number of training cxamples neces-
sary to ensure the quality of the sclected hy -
pothesis.

Our rescarch has focused on act ive learning
strategic.s for reducing the cost of sclecting a
hypothesis. A hypothesis sclection algorithm
can bc described i ntermsof i tsallocation strat-
egy:this is a policy that determines how train-
ing observations arc allocated to the alternative
hypotheses. In general, there may bc many dif-
ferent alocation strategics that perform equiv-
alently interms of the quality of the selected hy-
pothesis, butdiffer in terms of their efficiency.
Given asclectionproblem, S, and a set of al-
location strategies, A, onc could, in thcory, rank
these allocation strategies by the expected cost
of selecting a hypothesis (where cost is defined
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interins of numbeir Of observations, cost of ob-
servations, etc. ). An alocation strategy is ra-
tional for tile problem Sif it has the. minimum
expecled cost over the set of alternatives A.

‘1’0 improve the efficiency of hypothesis sclec-
tion, wc have studicd the following active
learning method: ( 1) provide asclection algo-
rithm with aspace of possible allocation strate-
gics; (2) each time a selection problemmust be
solved, the selection agorithm actively deter-
mines (an approximation to) the rational policy
forthat problem, and allocates observations ac-
cording to thisrational policy. Wc have shown
that, by considering certain restricted “alloca
tion strategics spaces,” the active learning can
significantly incrcasc the. efficiency of hypoth-
csis sclection.  I'hesc results arc not Solely
theorctical - the approach has been applicd to
t he problem of identi f yi ng good search cent rol
heuristics for areal-wor]ci scheduling problem
at NASA.

The principal results of our work relevant to ac-
tive Icarning arc as follows:

1. We have shown on both synthetic and real-
world data that active lcarning can significantly
reduce the cost of selecting hypotheses [ 1 ,4,5].

2. We have demonstrated the applicability of
hypothesis sclection methods to a real-worl(i
scheduling problem [2,5,7] and used active
Icarning techniques in this application - thus
demonstrating the applicability of active learn-
ing to a rcal-world problem.



Relevance to Suggested Symposia Topics

Our work is relevant to the suggested symposia
topicsin several ways,

Theory: Woc have derived theoretical
bounds on the performance improvement of ac-
tive learning over non-active lcarning under
certain assumptions {1].

Algorithms: we have developed an
approximately rational active learning algo-
rithm for a general class of hypothesis selection
problems {1,4].

Fivaluation: we have demonstrated our
techniques on both synthetic and natural data
sets |4].
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